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Abstract
The Arctic is undergoing rapid changes due to global warming, including the expansion
of the marginal ice zone (MIZ), a zone of mixed ice and open water surfaces. To predict
the atmospheric interaction with these surfaces, a critical process in climate models, this
paper examines a simplified theoretical framework to non-dimensionalize the dynamics of
the atmospheric boundary layer (ABL) over a mixed ice-water surface (MIZ–ABL). A het-
erogeneity Richardson number, Rih , is proposed to account for the difference in temperature
between the ice and water surface in relation to the synoptic pressure gradient forcing. With
the wind angle relative to the ice-water interface, α, this framework hypothesizes that these
two dimensionless numbers, regardless of individual dimensional variables (surface temper-
ature and geostrophic wind speed) are sufficient to predict the MIZ–ABL dynamics. To test
this framework, large-eddy simulations were employed over half-ice and half-water surfaces,
with varying surface temperatures and geostrophic wind velocities. While the surface heat
fluxes over ice, water, and the aggregate surface seem to be captured reasonably well by α

and Rih , the mean wind and turbulent kinetic energy (TKE) profiles were not, suggesting that
not only the difference in stability between the two surface, but also the individual stabilities
over each surface influence the dynamics. The wind angle had a significant impact on the
results, both in terms of heat fluxes at the surface, turbulent and dispersive fluxes in the MIZ–
ABL, and the structure of the secondary circulations. When wind blows perpendicular to the
water-ice interface, internal boundary layers are favoured except at the highest Rih simulated.
For cases with wind parallel to the interface, large rolls parallel to the shore emerge. The
paper raises at least as many questions as it answers, highlighting the need for further studies
of the MIZ–ABL.
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1 Introduction

The polar sea ice surface, a sensitive indicator of global climate change, becomes a sequence
of ice and water patches in the fringe zone that separates it from the open ocean. In this
“marginal ice zone” (MIZ), the sizes and organization of ice patches (floes) andwater patches
are influenced bywinds, sea currents, andwaves, aswell as by the thermal exchanges between
the air, water, and ice. The ice fraction fi in that zone is between 15% and 80% (Strong et al.
2017); however, what makes polar surfaces unique is that the near-surface air temperatures
may fall in between the surface temperatures of the ice and water, resulting in abrupt spa-
tial transitions between stabilizing and destabilizing surface buoyancy fluxes that produce
drastically different turbulence-mean equilibria and time scales (Allouche et al. 2021). Such
transitions challenge many of the assumptions usually used in developing parameterizations
for turbulent surface-air exchanges and vertical fluxes in the atmospheric boundary layer
(ABL), especially homogeneity and equilibrium (Bou-Zeid et al. 2020). This may explain
why climate model ensembles generally underpredict sea ice loss rate in the Arctic, and
why this underprediction has persisted throughout the last three Intergovernmental Panel
on Climate Change (IPCC) model development cycles (Stroeve et al. 2007; Rosenblum and
Eisenman 2016). Such uncertainty in climate models’ ability to predict sea ice dynamics
hinders effective action and decision-making. With the rapidly evolving yearly dynamics of
sea ice due to polar amplification now observable in both the Arctic and Antarctic, improv-
ing our understanding of the small scale flow dynamics in the MIZ and their coarse scale
parameterizations will thus be increasingly critical for predicting and adapting to the now
unavoidable impacts of climate change.

Previous studies have analyzed the atmosphere over sea ice surfaces in an attempt to
quantify surface fluxes using either observational methods (Lüpkes and Birnbaum 2005;
Fiedler et al. 2010; Raddatz et al. 2015) or numerical techniques (Vihma 1995; Wenta and
Herman 2019). However, a scaling approach has yet to be established to develop a similarity
theory and a set of relevant non-dimensional parameters for the atmospheric boundary layer
(ABL) over the marginal ice zone (MIZ–ABL), describing its dynamics and thermodynamics
in a generalizable manner. Such a framework might lend some insight as to why current
climatemodels underpredict sea ice and offer avenues for improving their predictive skill with
improved coupled surface-atmosphere interaction schemes. In many geophysical models,
this interaction is essential to predict future states of the environment. The most widely-
used scheme remains the Monin-Obukhov similarity theory (MOST). MOST is known to
have serious limitations under stable conditions over continuous ice or snow surfaces (Bou-
Zeid et al. 2010; Allouche et al. 2022). Another consequential limitation of MOST is that it
operates under the assumption of spatial homogeneity and production-dissipation equilibrium
(see Townsend (1961), Bradshaw and Huang (1995), Zahn et al. (2023)), which are clearly
violated for the ABL over the MIZ.

Heterogeneity in the MIZ causes multiple transitions in the surface boundary conditions
that influence surface fluxes, themean flow, and turbulence. Locally, turbulence statisticsmay
no longer be in quasi-equilibrium with the mean state (Momen and Bou-Zeid 2017; Mahrt
and Bou-Zeid 2020), and the often-assumed near balance between turbulence production
and dissipation may not hold. Such conditions are generally found to intensify the surface
exchanges of heat, momentum, and trace chemicals (Bates et al. 2006; Bou-Zeid et al. 2007;
Esau 2007). These modified surface exchanges propagate through the atmosphere, which can
influence cloud formation and radiative feedbacks to the sea ice surface (Khvorostyanov et al.
2003; Palm et al. 2010; Liu et al. 2012). Therefore, modelled surface fluxes in the MIZ–ABL
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ABL Above Marginal Ice Zone 55

need to be particularly accurate to avoid feedbacks that can drift the model state far from
physical reality (Pithan et al. 2016).

Unfortunately, surface fluxes remain poorly understood and represented in models
(Bourassa et al. 2013). A long-standing challenge here is how to represent surface heterogene-
ity that is not resolved by themodel grid (Bou-Zeid et al. 2020). For example, surface patterns,
which drive fluxes via ice-water temperature differences, are rarely taken into account (Taylor
et al. 2018). Another is the aforementioned lack of a dimensionless approach that allows gen-
eralizable conclusions. Some recent efforts to develop such a non-dimensional framework
for heterogeneous surfaces have been made (Omidvar et al. 2020; Margairaz et al. 2020;
Morrison et al. 2021), but are yet to be tested over the MIZ. To begin addressing these gaps
in current literature, this study will answer the following questions:

1. What scaling can capture the competing effects of buoyant circulations and synoptic
forcing to provide a unifying framework for understanding the dynamics and thermody-
namics of the heterogeneous MIZ–ABL?

2. Howdo themeanwind profile, turbulent kinetic energy (TKE), and surface fluxes respond
to an increase in the surface temperature difference Δθ0 between ice and water?

3. What is the effect of the orientation of the surface patterns relative to the wind direction
α?

4. How do Δθ0 and α combine to set up secondary circulations and modulate the turbulent
and dispersive heat and momentum exchanges in the MIZ–ABL?

These questions thus focus on the buoyancy dynamics versus wind speed and angle effects.
The equally-important influence of patch scale and realistic ice-water patterns are also being
investigated, but we intend to report them in a separate study.

Section 2 constructs a framework to analyze these questions, while proposing a scaling
for important parameters such as heat flux and wind velocity. The remaining questions will
be answered using large-eddy simulations (LES) of the MIZ–ABL over different idealized
surfaces; the numerics and domain set-up are detailed in Sect. 3. The first suite of simulations,
Suite I, changes external parameters such as the difference in surface temperatures Δθ0 and
geostrophic velocity Mg , but keeps the wind direction constant. This suite is analyzed to
focus on the competing effect of buoyancy and geostrophic forcing in Sect. 4. In Suite II,
the geostrophic wind speed is kept constant to focus on the effect of changes in geostrophic
wind direction and surface temperature contrasts (Sect. 5). Suite II is also used to examine
the secondary circulations and how they change with surface and geostrophic forcings in
Sect. 6, before concluding in Sect. 7 with the answers to the motivating questions.

2 Theoretical Background and Dimensional Analysis

There are at least seven different variables (not including α, the dimensionless wind angle)
that are important when considering an MIZ–ABL over a heterogeneous sea ice surface with
two patch types: ice and water (this excludes the common presence of melt ponds on top
of the ice). The four length scales are the MIZ–ABL depth zi , the roughness lengths of the
two different surfaces z01 and z02, and the characteristic heterogeneity length scale lh (floe
or water patch scale). One important velocity scale is Mg , the geostrophic wind velocity.
Other relevant parameters include the Coriolis frequency fc, and the buoyancy scale based
on the surface temperature difference, g

θr
Δθ0, where g is the acceleration of gravity, and θr

is some reference temperature. Δθ0 is the (positive) temperature difference between the two
surfaces, that is, Δθ0 = θw − θi , where θw is the surface temperature of the ocean and θi

123



56 J. Fogarty, E. Bou-Zeid

is the surface temperature of the ice. These seven variables involve two dimensions (length
and time); invoking Buckingham-Π theorem then yields 7−2 = 5 dimensionlessΠ groups.
Including the wind angle then results in six total dimensionless Π groups. In this study, we
select the following non-dimensional combinations:

Π1 = α Π2 = g

θr

Δθ0

M2
g/zi

= Rih, (1)

Π3 = Mg

zi fc
= Ro Π4 = lh

zi
, (2)

Π5 = z01
zi

Π6 = z02
z01

. (3)

The focus of this study is on the first two non-dimensional groups; Π1, which represents the
geostrophic wind angle relative to surface heterogeneity patterns, and Π2 = Rih , a modified
Richardson number that represents the ratio of buoyancy generated by the heterogeneous
surfaces to inertia generated by the mean wind (Omidvar et al. 2020; Margairaz et al. 2020).
Our formulation of Rih uses a temperature difference and zi as a length scale, similar to
the thermal heterogeneity parameter proposed in Margairaz et al. (2020) but with the het-
erogeneity length scale; the two are thus identical given a fixed zi/lh . Π3 = Ro represents
the classic Rossby number, which will remain constant in these simulations since it has an
important but often neglected impact on mean profiles in the ABL (Ghannam and Bou-Zeid
2021); however, its dimensional inputs Mg and fc may vary. The remaining Π groups all
represent geometric ratios. TheΠ4 group represents the ratio of the two integral scales lh and
zi , capturing the patch scale relative to the turbulent integral scale dictated by zi . The ratio
of surface roughness to integral scales is represented by Π5; it encodes the scale separation
related to the effective Reynolds number of the simulations that we will detail later. The
ratio of the two roughness length scales, z01 and z02, is represented by Π6; it can also result
in secondary circulations due to stress divergence (Willingham et al. 2014; Anderson et al.
2015; Bou-Zeid et al. 2020). While these geometric ratios are quite important, they will be
maintained constant in this study to focus on the dynamical ratios Π1 and Π2. Specifically,
in our simulations,Π6 = 1, meaning that z01 = z02 = 0.5 cm so as to only analyze the effect
of surface temperature differences via Δθ0 on the flow (and since ice and water roughness
lengths varywith the surface state, but are not usually drastically different at lowwind speeds,
see Untersteiner and Badgley (1965) and Brutsaert (2005)).

In these simulations, Π4, and the heterogeneity scale lh in general, is also not to be
considered. The simulations are idealized in the sense that, however lh is defined, wemaintain
a half-ice and half-water surface ratio with a striped pattern. The focus will mainly be on
either the surface temperature contrast or geostrophic wind in the context of the entire flow,
and in the limit of surface patches that are larger by an order of magnitude or more than
the ABL depth. These domain set-ups are idealized yet horizontally periodic, as will be
detailed later, to facilitate the testing of scaling approaches and to elucidate the largest-scale
circulations that can develop at the ice-water edge. This is not to say thatΠ4 is not important;
however, since lh may be a function of many variables and since one single parameter to
quantify heterogeneity may not be sufficient to capture the full flow field, we elect to leave
its detailed analysis to future studies of more chaotic patterns.

The Π2 group, Rih , is very important in scaling both the dynamics and thermodynamics
of the flow. This group can be written as:

Rih = W 2
b

M2
g

, (4)
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where Wb is a buoyancy velocity scale, defined as:

Wb =
√

g

θr
Δθ0zi . (5)

Thus, Rih measures whether the geostrophic advective forcing or the buoyant thermal forcing
dominate the dynamics. It also indicates that the air velocity and turbulence parameters may
scale with either of these velocity scales, or a mixed one, depending on the dominant forcing
as we will elucidate later.

However, to understand thermodynamic surface-atmosphere interactions, a variable of
interest for prediction is the surface heat flux 〈H〉 (where the overbar denotes Reynolds
averaging in time and the y-direction, and the angled brackets denote averaging in x over
the whole domain, or over ice or water separately when a subscript i or w is added). In an
attempt to relate 〈H〉 to Rih , two specific buoyancy velocity scales, one for the whole ice
surface and one for the whole water surface, can also be formulated as:

Wb,i =
√

g

θr
(θa − θi )zi , Wb,w =

√
g

θr
(θw − θa)zi , (6)

where θa is a bulk air temperature and θw > θa > θi . The use of a buoyancy velocity scale
over the ice surface is justified by the fact that the heat flux over the ice is modulated by
the secondary flow that is setup over the entire domain, driven jointly by the ice and water
surfaces and their thermal contrast. This ‘mixed’ buoyant flow is thus represented by our
choice ofWb (Eq. 5), a function of the temperature difference of both surfaces. We can relate
these values in Eq. 6 to the bulk buoyancy velocity Wb by some constants ai and aw, such
that:

Wb,i = aiWb , Wb,w = awWb , (7)

and then infer the constants accordingly as:

ai =
√

θa − θi

Δθ0
, aw =

√
θw − θa

Δθ0
. (8)

Now, consider the average heat flux over an MIZ region; it scales like H ∼ VΔΘ ,
where V is some exchange velocity scale and ΔΘ is some difference in temperature that
drives the flux. The velocity scale V could be replaced by Mg , Wb, or some combination
(mMg + nWb) thereof. If the surface is statistically homogeneous over some large area such
that the air temperature is mainly dictated by the two surface temperatures, the ΔΘ in the
scaling can be replaced by the surface temperature contrast Δθ0. Using Eq. 5, the average
heat flux in the MIZ–ABL could then be formulated as:

H ∼ (mMg + nWb)

(
θr

gzi
W 2

b

)
. (9)

However, if we were to consider the heat flux over ice only, we would replace the second
Wb in the above equation (which represents the driving air-surface thermal difference) with
Wb,i yielding:

Hi ∼ θr

gzi
(mMg + nWb)W

2
b,i , (10)

with the combination (mMg + nWb) staying unchanged because this velocity reflects the
larger circulation and turbulence state in the MIZ–ABL (although, as we will note later, the
coefficients might vary in space). From Eq. 8, we can come back into Wb terms by writing:
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Hi ∼ a2i
θr

gzi
(mMg + nWb)W

2
b , (11)

which can be expressed in terms of the heterogeneity Richardson number from Eq. 4 (and
absorbing the proportionality constant into m):

Hi = a2i
θr

gzi
M3

gm
(
1 + n

m
Ri1/2h

)
Rih . (12)

Following the same derivation, but allowing for potentially different coefficients in the mixed
velocity scale, the heat flux over the water surface can be written as:

Hw = a2w
θr

gzi
M3

g p

(
1 + q

p
Ri1/2h

)
Rih . (13)

The coefficients m and p are the proportionality constants needed to model the fluxes, while
the ratios n/m and q/p essentially act to change the relative influence of Mg and Wb in the
mixed velocity scale. Since Hi is a physically negative quantity, we expect the value of m
to always be negative (since it absorbs the proportionality constant), while the value of p
should always to be positive.

3 Large-Eddy Simulations

Large-eddy simulations (LES) are widely used to model heterogeneous high Reynolds num-
ber flows (Baidya Roy 2002; Bou-Zeid et al. 2004; Courault et al. 2007; Huang et al. 2011;
Maronga and Raasch 2013; Stoll et al. 2020), including the MIZ–ABL. Unlike a direct
numerical simulation (DNS), an LES is able to attain the Reynolds number of the MIZ–ABL
(Re ∼ 107), because the smaller turbulent eddies (smaller than the grid or filter size, which
is equivalent to the numerical grid spacing in our simulations) are not explicitly resolved.
However, large turbulent eddies, the heterogeneity of the surface, the advective fluxes (but
not the leading edges of developing internal boundary layers), and the large-scale ice patterns
are captured, making this a computationally and physically appealing approach. By retain-
ing these larger structures, most of the turbulent energy and fluxes are explicitly resolved,
allowing for investigation of three-dimensional flow structures that may arise over these
heterogeneous surfaces.

In this study, the incompressible filtered Navier–Stokes equations (with the Boussinesq
approximation for the mean state) and heat budget are solved for a horizontally periodic flow,
representing the dynamics of turbulent scales larger than the grid:

∂ ũi
∂xi

= 0 , (14)

∂ ũi
∂t

+ ũ j
∂ ũi
∂x j

= − 1

ρr

∂ p

∂x j
+ F̃i + fcεi j3ũ j − gδi3

(
1 − θ̂

θr

)
− ∂τi j

∂x j
, (15)

∂θ̃

∂t
+ ũ j

∂θ̃

∂x j
= −∂q j

∂x j
. (16)

In the equations above, i is the free index and j the repeated index invoking the Einstein
summation rule;ui is the velocity vector; xi is the position vector; p is amodified pressure (see
Bou-Zeid et al. (2005) for details); θ is the potential temperature; θr and θ̂ are the Boussinesq
reference (planar mean in our calculations) and the perturbation from that reference for
potential temperature; ρr is the reference mean density corresponding to θr ; and Fi is the
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main flow-driving force (a synoptic pressure gradient). The Coriolis force is represented by
the third term on the right-hand side of Eq. 15, with fc being the Coriolis parameter and εi j3
representing the Levi-Civita symbol. Gravity and buoyancy are represented by the fourth
term on the right-hand side of Eq. 15, where δi j is the Kronecker delta. Any variable with a
tilde represents a quantity filtered via the numerical grid spacingΔ. The only explicit filtering
needed is at scales 2Δ and 4Δ to compute the dynamic Smagorinsky constant cs and at a
scale 2Δ for the local wall model; for these we use a sharp-spectral cutoff filter. As noted
before, an overbar denotes averaging in time and in y, used as a surrogate for ensemble
Reynolds averaging, while spatial averaging over the heterogeneous domain in x will be
denoted by angled brackets. The subgrid scale stress τi j = ũi u j − ũi ũ j and buoyancy
flux q j = ũ jθ − ũ j θ̃ , which result from the filtering, are modelled using a Lagrangian
scale-dependent dynamic model (Bou-Zeid et al. 2005) with a constant subgrid scale Prandtl
number of 0.4. This model was validated for boundary layer flows over both homogeneous
and heterogeneous terrain by reproducing experimental velocity and stress profiles obtained
by Bradley (1968) after a change in surface roughness. It was then further validated for
urban flows (Tseng et al. 2006; Li et al. 2016), and both stable and unstable boundary layers
(Kleissl et al. 2006; Kumar et al. 2006; Huang and Bou-Zeid 2013). Therefore, the ability of
this model to successfully capture the impacts of stability and spatial transitions in surface
properties will not be tested further in this study.

TheLESemploys boundary conditions that are periodic in the horizontal,with zero vertical
velocity at the top and bottom of the domain, as well as a stress-free top lid (∂zui = 0 where
i = 1, 2), with zero heat flux. These mimic a very strong top inversion, and are adequate for
our set-up since the top of the domain is not stably stratified and there is thus no need for a
sponge to avoid wave reflection. This allows for the surface characteristics to be isolated from
zi and the inversion strength. The indices i = 1, 2, 3 represent the x , y, and z directions,
oriented along the streamwise, cross-stream, and vertical directions, respectively. At the
bottom of the domain, the surface stress and heat flux are computed by a wall model based on
a local law-of-the-wall formulation (Bou-Zeid et al. 2005), with Monin-Obukhov buoyancy
correction. Numerically, a pseudo-spectral approach is employed in the horizontal, and an
explicit second-order centred difference scheme used in the vertical. Time advancement
is done using the fully explicit second-order Adams-Bashforth scheme. Dealiasing of the
convective terms is performed using the 3/2 rule (Orszag 1971). Pressure is computed from
a Poisson equation obtained by applying the incompressibility assumption and setting the
divergence of the momentum to zero. The base-case Coriolis force is equivalent to one at the
latitude of Φ = 90◦ N (but changed to keep Ro constant). See Table 1 for more details on
the LES set-up.

The LES is used to model MIZ–ABL flow over 10km × 10km patterns of idealized
ice/water surfaces, where one bottom node represents either water or sea ice. For these sim-
ulations, half of the domain will be ice, and the other half will be a water surface. From a
birds-eye view, these look like two semi-infinite interface heterogeneity (or meso-α hetero-
geneity, as depicted in Figure 1 in Bou-Zeid et al. (2020)). However, due to the periodicity
of the domain, this picture only applies near the surface layer. Here, if there is a perpendic-
ular flow going from ice to water, the internal equilibrium layer (IEL, defined as the layer
where the air has reached complete equilibrium with the underlying surface) has had enough
time to grow to some height ∼ lh/100 ∼ 50m by the time the flow reaches the ice patch
again. However, the dynamics of the internal boundary layer (where the flow has felt the
new surface underneath but did not yet equilibrate with it, and which grows to some height
∼ lh/10 ∼ 500m) and outer layer aloft may not have equilibrated yet, which properly
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Table 1 Large-Eddy simulation numerical details (valid for all simulations in this paper)

Domain height, zi 1km

Horizontal domain size, Lx × Ly 10 km × 10 km

Number of grid points (Nx , Ny , Nz) (200, 200, 100) ≈ 4 × 106 points

Vertical mesh spacing, dz 10m

Horizontal mesh spacing, dx , dy 50m

Initial air temperature θa,0 θa,0 = 0.4θw + 0.6θi , constant profile

Warm up period 2 inertial periods (4π/ fc)

Simulation time step 0.05 s

Averaging period 1 inertial period (2π/ fc)

Frequency of statistical sampling 100 timesteps = 5s

Frequency of statistics output 20000 timesteps = 1000s

Time is represented in terms of inertial periods, 2π/ fc , which is the time scale associated with the response of
the mean flow since it represents the Coriolis redistribution of energy between u and v (Momen and Bou-Zeid
2016)

Fig. 1 Schematic of the large-eddy simulation domain set-up. The ice has a surface temperature of θi and
roughness length z01; the water surface has θw and z02, though here we use z01 = z02

represents sea ice patterns of this scale in the polar MIZ (due to commonly-seen leads and
polynyas, see Claussen (1991)) (Fig. 1).

4 Scaling at Increasing Heterogeneity Richardson Number

To understand how key flow variables (mean velocities, fluxes) scale as Rih (the Π2 group)
increases, we first designed a suite of simulations to determine if that number is sufficient to
describe the impact of the balance between mean wind and buoyancy contrast on the flow.
This is done by conducting simulationswith the sameRih , but different values ofMg andΔθ0,
as in Table 2. Note that this Rih is fundamentally different the classical Richardson number
based on vertical stability, where buoyancy dominates when the latter � 1. The Rih defined
here is always positive and represents the competition between synoptic forcing and thermal
circulation in modulating the mean flow and fluxes. However, to keep the Rossby number Ro
constant when changing Mg , the Coriolis frequency fc must also be changed to keep the Ro
constant. This resulted in one Coriolis frequency of fc = 2.92×10−4 that is higher that what
occurs anywhere on Earth, but for this scaling analysis this is not a consequential problem
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Table 2 Suite I simulation details (all external variables except Ri f )

Simulation Mg (ms−1) Δθ0 (K) θa,0 (K) fc (Hz) Rih Wb (ms−1) Ri f

dT02-M01-perp 1 2 270.2 7.26 × 10−5 72.6 8.1 0.120

dT04-M01-perp 1 4 270.4 7.26 × 10−5 145.2 11.4 0.209

dT02-M02-perp 2 2 270.2 1.46 × 10−4 18.2 8.1 0.022

dT04-M02-perp 2 4 270.4 1.46 × 10−4 36.3 11.4 0.028

dT08-M02-perp 2 8 270.8 1.46 × 10−4 72.5 16.2 0.048

dT16-M02-perp 2 16 271.6 1.46 × 10−4 144.5 22.9 0.149

dT08-M04-perp 4 8 270.8 2.92 × 10−4 18.1 16.2 0.021

dT16-M04-perp 4 16 271.6 2.92 × 10−4 36.1 22.9 0.042

(one can always reduce all input variables to maintain the same Πs). All simulations in this
suite have a mean wind that is perpendicular to the ice-water edge.

First, we consider the dynamical aspects of the flow. If buoyancy forces were negligible
(Rih � 1), normalizing by Mg should collapse the profiles of 〈M〉 into one, regardless of
the Rih value. This is indeed the case for the lowest two Rih simulations, as depicted in
Fig. 2a. If the driving pressure gradient represented by Mg were negligible, on the other
hand, normalizing these 〈M〉 profiles byWb would be the right way to collapse all wind pro-
files together. As seen in Fig. 2b, however, only simulations of similar Rih collapse the wind
profiles when scaled with Wb. This indicates that under the conditions simulated here (rep-
resentative of typical temperature contrasts and geostrophic winds in the MIZ, see Hall et al.
(2004), Chechin et al. (2019)) buoyancy never dominates the dynamics and the geostrophic
forcing remains important. In general, neither of the forcings represented in the heterogeneity
Richardson number is dominant across the whole LES suite, whichwas the intended outcome
of the design of this suite of simulations to examine the role of the varying balance between
buoyancy and synoptic forcing.

The near collapse of most simulations with similar Rih values, whether normalized byWb

or Mg , seem to indicate that the heterogeneity Richardson number is indeed a key dimen-
sionless number for this problem. However, as Rih increases, one can notice that the shapes
of the profiles (with similar Rih) start to become different and do not collapse with either
scaling. In this range, it seems that the buoyancy forces are becoming more important, set-
ting up secondary circulations that do not seem to scale exactly with Rih . The most likely
explanation is that surface heat fluxes no longer scale linearly with the temperature contrast,
and the bulk Rih based on that contrast is no longer sufficient to fully describe the physics
(this is further investigated in Sect. 6). One might need to adopt a heat flux contrast-based
Ri f ,h , or possibly the two heat fluxes or surfaces temperatures of water and ice should be
treated as two distinct dimensional inputs requiring an additional Π group (an Ri over water
and another over ice, as in Omidvar et al. (2020)).

To further examine the consequences of this departure from exact Rih scaling, we con-
sider the domain-averaged TKE that provides information on the mixing of the atmosphere
and surface-air interactions. As seen in Fig. 3a, normalizing the TKE profiles by M2

g is not
adequate, especially for those simulations with a high Rih (the dotted lines and dot-dash
lines). In Fig. 3b, a scaling with W 2

b is tested but it also does not collapse the results onto
a single curve. To further investigate, scalings consisting of a mixture of Mg and Wb are
attempted (e.g., aM2

g + bW 2
b or Mm

g Wn
b where m + n = 1 and a and b are some scaling
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Fig. 2 a Profiles of 〈M〉, normalized by the geostrophic speed Mg . Similar line styles correspond to similar
values of Rih . Similar line colours correspond to equal geostrophic wind speeds. b as in a, but the profiles are
scaled by Wb

Fig. 3 a Profiles of averaged TKE, 〈e〉, normalized by the square of geostrophic speed M2
g . Similar line styles

correspond to similar values of Rih . Similar line colours correspond to the equivalent geostrophic wind speeds.
b as in a, but the profiles are scaled by W 2

b

constants), but no such combination of scalings provides an adequate way to fully separate
these profiles using external parameters (not reported). The hypothesized cause is similar to
the one advanced above for the lack of collapse of mean velocity profiles: Rih is a necessary
but insufficient measure to explain the dynamics of air flow over ice-water mixtures.

We now turn our attention to the scaling of surface sensible heat fluxes, calculated from
the LES via the wall model (based onMOST). For the different surface types, different values
of n, m, q , and p (see Eqs. 12 and 13) are investigated to find the values that best reproduce
the simulated heat fluxes. Setting m = p = 1 as a first guess allows for investigation of
the ratios n/m and q/p that yield the best linear fit. For the ice surface, the optimal ratio
n/m is found to be −0.25, with a corresponding R2 value of −0.971. We will thus adopt
n perp/mperp = −0.25 (where the subscript perp refers to those cases where the flow is
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Fig. 4 a Plot of modelled heat flux (Hi,model , see Eq. 17) versus LES heat flux (Hi,LES ) spatially-averaged
over the ice surface for perpendicular wind. Here, mperp = −2.79× 10−4 and n perp/mperp = −0.25. b as
in a, but for the water surface, following Eq. 18, where pperp = 3.05 × 10−3 and qperp/pperp = 0

perpendicular to the ice-water edge), which implies a scaling of the heat flux from ice with
Rih and Ri

3/2
h (via Eq. 12). The optimal ratio qperp/pperp for modelling Hw is 0, which gives

an R2 value of 0.986 and implies no role for Wb in setting the exchange velocity. However,
since Wb still sets the air-surface temperature difference, it influences the exchange of heat
over water and the resulting dynamics, and it thus appears in the scaling of the heat flux with
Rih that results for these perpendicular cases via Eq. 13.

Substituting in these values of the coefficient for ice and water in Eqs. 12 and 13 gives
the following relations between an external parameter (which combines the synoptic forcing
and the temperature contrast) and the heat flux:

Hi,model = a2i
θr

gzi
M3

gm perp

(
Rih − Ri3/2h

4

)
, (17)

Hw,model = a2w
θr

gzi
M3

g pperpRih . (18)

The remaining two coefficients, mperp and pperp , can now be determined to provide the
best modelled heat fluxes compared to the LES determined ones, and we obtain mperp =
−2.79 × 10−4 and pperp = 3.05 × 10−3 (these are thus the slopes of the linear regressions
for Hi and Hw, respectively). The relationship these equations yield is apparent in Fig. 4. The
performance of this scaling model for heat fluxes is quite satisfactory and suggests that Rih
may be sufficient for parameterization of these fluxes, despite its inability to explain the mean
wind speed and TKE profiles. Recall from Eq. 8 that the variables ai and aw are defined from
the surface temperature difference between the two different surfaces (Δθ0) and the difference
between the surface and atmospheric temperature. Thus, with the above formulation, one can
predict the heat flux over each surface by knowing a priori the temperature of the surface,
the atmospheric temperature, and geostrophic wind, all of which are available at each time
step in a coarse numerical model. The surface temperature contrast does require a model to
resolve the surface energy budget of the different patches, at least in a MOSAIC sense (Li
et al. 2013), which for the MIZ implies having a sea ice model that distinguishes between
the ice and water components and solves for their surface energy budgets individually.
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Fig. 5 Birds-eye view of the
imposed geostrophic (Mg) and
the approximated surface (M0)
wind angles in the parallel and
perpendicular configurations

5 The Combined Effects of Rih andWind Direction

In this section, we aim to understand the complexities added by varying the synoptic wind
direction in the flow, while keeping the synoptic wind at a constant speed of 2m s−1. We thus
design another suite of simulations where only Δθ0 is varied to vary Rih , along with α, to
understand the dynamics and thermodynamics of the MIZ–ABL (Table 3). For eachΔθ0, the
wind angle α was changed to be either perpendicular or parallel to the ice/water coastline.
The surface temperature is decreased or increased by 1K for the ice and water surface,
respectively, which thus increases Δθ0 by increments of 2K, all the way up to Δθ0 = 16K.
See simulation information in Table 3.

Due to the presence of the Coriolis force, the geostrophic wind angle is aligned 18◦ to the
right (clockwise) of the desired surface wind direction. The value of 18◦ is based on LES
results from Ghannam and Bou-Zeid (2021) who examined the wind veer at various Rossby
numbers using the same code. This is done such that the wind at the surface level is almost
exactly parallel/perpendicular to the ice-water coastline (see Fig. 5). Due to the horizontally
periodic domain, the surface wind in the perpendicular configuration would blow over an
infinite pattern of ice patch then water patch, while in the parallel case, the surface wind
blows along infinitely long strips of ice and water.

Since a different wind direction changes the dynamics (and thus thermodynamics) of the
flow, it is preferable to attempt to scale both the perpendicular and parallel sets of Suite II
separately. The perpendicular case retains its values of mperp , n perp , pperp , and qperp , but
the parallel cases require new values of m, n, p, and q (see Eqs. 12 and 13) for the ice and
water surfaces, which we now denote with the parl subscript. We thus repeated the process
done for the Suite I and Suite II perpendicular ice case, searching for a linear fit between
the external parameters modelled and internal/simulated heat flux values. For the ice surface,
we obtained values for mparl = −1.41 × 10−4 and n parl/mparl = 0, but Fig. 6a clearly
indicates that a linear fit would be rather poor, and thus we do not attempt to propose or plot a
scaling law for ice fluxes in the parallel wind case. However, one can notice that these fluxes
over ice are very small in magnitude as the air travels continuously over the cold surface.
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Table 3 Suite II Simulation Details (all external variables except Ri f )

Simulation Δθ0 (K) θa,0 (K) Rih Ri f ,perp Ri f ,parl

dT02-M02-perp, -parl 2 270.2 18.1 0.022 0.047

dT04-M02-perp, -parl 4 270.4 36.2 0.028 0.094

dT06-M02-perp, -parl 6 270.6 54.2 0.033 0.126

dT08-M02-perp, -parl 8 270.8 72.3 0.048 0.153

dT10-M02-perp, -parl 10 271.0 90.3 0.086 0.207

dT12-M02-perp, -parl 12 271.2 108.2 0.106 0.265

dT14-M02-perp, -parl 14 271.4 126.2 0.149 0.332

dT16-M02-perp, -parl 16 271.6 144.1 0.223 0.402

Constants in this suite: Ro = 13.7, fc = 1.46 × 10−4 Hz, Mg = 2.0m s−1

Fig. 6 a Plot of modelled versus LES heat flux spatially-averaged over the ice surface, as in Eq. 19, for the
parallel cases of Suite II (all cases have an Mg = 2m s−1). Here,mparl = −1.41×10−4 and n parl/mparl =
0. b as in a, but for the water surface, following Eq. 20, where pparl = 2.96× 10−3 and qparl/pparl = 0.1

For such set-ups, the aggregate flux is fully dominated by the water surface for which the
coefficient values pparl = 2.96 × 10−3 and qparl/pparl = 0.1 provide a much better fit,
with R2 = 0.998. To first order, one can thus estimate Hi ≈ 0. Figure6 shows this scaling
for these parallel cases of Suite II, which relate to the following equations:

Hi,model = a2i
θr

gzi
M3

gm parlRih ≈ 0 , (19)

Hw,model = a2w
θr

gzi
M3

g pparl

(
Rih + Ri3/2h

10

)
. (20)

The vertical heat flux over the water surfaces in both parallel and perpendicular cases in
Suites I and II (Figs. 4b and 6b) are very well approximated by the scaling model based solely
on external simulation parameters. Over ice surfaces, the heat flux approximation in terms
of Rih is adequate for perpendicular cases, but not for the parallel cases where these fluxes
are minute due to weak turbulence as air continuously flows over ice (Figs. 4a and 6a). This
can be explained by the differences in the dynamics of the flow. In the perpendicular cases
(all of Suite I, and half of Suite II), air is constantly moving over both hot and cold patches
(due to the periodicity of the domain). The air that reaches the ice patch is likely warmed
up from the ocean and has high level of TKE. This allows the warm air to interact with the
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Fig. 7 Surface heat flux H (as computed by the LES, averaged over the entire heterogeneous surface) versus the
heterogeneity Richardson number Rih for all Suite II cases. Blue dots correspond to perpendicular simulations;
red crosses correspond to parallel simulations

ice, causing a strong negative heat flux, and thus a strong dependence on Rih that allows
the model to perform well. However, in the parallel cases, wind at the surface flows parallel
to the ice/water coastline. There is minimal mixing of air over the water surface interacting
with the ice surface and this causes the air above the ice surface to adjust its temperature
to be close to that of the ice surface, with strong and low turbulence levels. The resulting
heat fluxes are thus very low and do not vary monotonically with Rih (though this may be
due to insufficient statistical convergence for these small fluxes or to shortcomings related
to insufficient LES grid resolution for this very stable part of the domain where turbulence
may be intermittent (Shah and Bou-Zeid 2014; Allouche et al. 2022)).

The kinematic heat flux averaged over the whole surface, depicted in Fig. 7, clearly
increases as Rih increases, which is to be expected since the buoyancy (driven by Δθ0)
is increasing as well. However, this process seems to be ‘damped’ in the perpendicular case,
again likely due to the constant exchange of cold air from the ice being pushed over the
warmer sea surface and vice versa. This causes a significant fraction of the heat gained by the
air over water to be returned to the surface over ice. This is minimized in the parallel case,
where the fluxes over warmwater aremuch larger than those over ice. For these parallel cases,
it thus seems that the ice fluxes (which were poorly modelled by our scaling arguments) can
be neglected at the regional aggregation scale.

One can decompose the surface heat flux into the friction velocity, u∗, and a surface-layer
temperature scale θ∗ following:

w′θ ′ = −θ∗u∗, (21)

where a prime denotes turbulent perturbation from the Reynolds average. This allows for
determining whether or not mechanical forces or buoyancy explain the changes in the flow as
Rih changes.Bothu∗ andw′θ ′ wereLESoutputs, so θ∗ was easily calculated.AsRih increases
in both wind orientations, the increase in surface heat flux is predominantly attributed to the
eddy temperature fluctuations θ∗ in the surface layer, which is related to the increase in the
surface temperature contrast (Fig. 8). This is expected since in this suite we modified Rih by
changing Δθ0.

Since we can relate the kinematic heat flux over each surface to the external parameters,
we can infer a flux heterogeneity Richardson number (based on either the LES or modelled
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Fig. 8 The decomposition of w′θ ′ for the a perpendicular and b parallel cases in Suite II, averaged over the
entire ice-water surface

values of Hi and Hw), defined as:

Ri f = g

θr

Hw + Hi

M3
g/zi

. (22)

Note that since Hi < 0, the numerator is the difference of the fluxes’ magnitude over the
two surfaces. That is, it presumes that while the hot water patch injects mean kinetic energy
(MKE) into the flow, the cold ice patch partially destroys that MKE and the two fluxes thus
partially cancel each other dynamically. Ri f can be estimated using the general relationships
for Hi and Hw in Eqs. 12 and 13 to create the general equation for relating Ri f to Rih :

Ri f = Rih

[
a2w p

(
1 + q

p
Ri1/2h

)
+ a2i m

(
1 + n

m
Ri1/2h

)]
. (23)

Of course, the different wind directions have different physics, so a particular form for
perpendicular (using Eqs. 12 and 13) and parallel (using Eqs. 19 and 20) wind directions,
respectively, is provided below:

Ri f ,perp = Rih

[
a2w pperp + a2i m perp

(
1 − 1

4
Ri1/2h

)]
, (24)

Ri f ,parl = Rih

[
a2w pparl

(
1 + 1

10
Ri1/2h

)]
. (25)

Note that the value of Hi was set to 0 in the parallel case because its magnitude is negligible
compared to Hw.

The relationship between Rih and Ri f is good, with an R2 value of 0.91 (Fig. 9). The
imperfect and nonlinear scaling of Ri f with Rih underlines the fact that temperature and
flux contrasts are not identical or equivalent, and do not influence the flow in the same way.
However, it does allow for an estimation of the temperature or heat flux Ri from the other,
which is useful since one of them is typically an external simulation input while the other is
an internal output.
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Fig. 9 Testing the relationship
between a model using Rih
(among other external
parameters) to Ri f , using the
coefficients specific to each wind
orientation. The Ri f on the
y-axis is comprised of the heat
flux outputs as calculated by the
LES. The expressions on the
x-axis are calculated only using
the external variables (Rih , ai ,
and aw) and empirically-derived
constants (mperp , pperp , and
pparl )

6 Turbulent and Dispersive Fluxes and Secondary Circulations

To further explain the impact of Rih and α on surface heat fluxes and examine their effect
on the larger scale flow in the ABL, in this section, we consider the flow structures and how
they modulate dispersive and turbulent fluxes. The temperature heterogeneity of the surface
will induce secondary circulations that bring about dispersive fluxes in a horizontal plane,
which can represent a significant contribution to the total momentum or scalar transfer. These
dispersive fluxes emerge in a time-averaged but spatially-variable mean flow (Raupach and
Shaw 1982; Li and Bou-Zeid 2019). Since our Reynolds averaging is done in time and y, we
can spatially decompose a Reynolds-averaged variable following w = 〈w〉 + w′′, where the
brackets represent the spatial average (as defined in Sect. 3) and the double-prime represents
the perturbation of the mean fields in space. We then calculate the dispersive fluxes, for heat
for example, by:

wθ = (〈w〉 + w′′)(〈θ〉 + θ
′′) = w′′〈θ〉 + w′′θ ′′

. (26)

Here, 〈w〉 is assumed to be very small (unless strong and large scale subsidence or uplift
are present); in our LES it has to be identically zero since there cannot be accumulation or
depletion ofmass below a given horizontal plane in a periodic domainwith an incompressible
flow. While the first term on the right hand side is not zero locally and contributes to local
fluxes, its spatial average 〈w′′〈θ〉〉 = 〈w′′〉〈θ〉 = 0 since 〈w′′〉 = 0 by definition; therefore,
this term has no impact on spatially-averaged surface-atmosphere exchanges. The second
term is of most interest: w′′θ ′′

is the dispersive flux, a spatial correlation between regions
with consistent structures (such as consistent warm updrafts or cool downdrafts). It is worth
noting that the dispersive flux of heat is also directly related to the buoyancy generation of

MKE, (g/θr )(wθ̂). In our LES, since we use the planar mean of the potential temperature as

the Boussinesq reference, we further have θr = 〈θ〉 and θ̂ = θ
′′
. With 〈w〉 = 0, w′′ = w and

thus wθ̂ = w′′θ ′′
. That is, the buoyancy production of the MKE that results in the secondary

circulations is directly proportional to the dispersive heat flux.
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The structure of the resulting secondary circulations has a significant impact on fluxes and
wind profiles in the MIZ–ABL, as seen in the heat flux and streamlines plots of Figs. 10 and
11. In the perpendicular cases, the IBL ismodulated by the circulation. AsRih increases (from
top to bottom) in this case, the IBL loses its coherence and becomes shallower as buoyant
forcing overcomes the geostrophic forcing. The turbulent and dispersive heat fluxmagnitudes
increase over the entire domain. The streamlines change moderately as Δθ0 increases from
the dT02-perp to the dT08-perp simulations: they maintain their left-to-right flow driven by
the synoptic wind forcings. However, in the dT16-perp simulation, a circulation develops
over the cold surface, likely due to the convergence zone that would normally lie over the hot
patch but that here is pushed downstream by the geostrophic wind. In this case, the dispersive
fluxes are of comparable magnitude to the turbulent ones.

For the parallel cases, the heat fluxes are overall stronger than in the perpendicular case
and mostly positive since the flux over ice is very small as previously discussed (compare the
colourbars of the two figures). The dispersive fluxes are comparable to the turbulent ones for
all temperature contrasts, and their heat flux extends much higher into the atmosphere over
the warm patch. These results are due to the minimal interaction between air over the water
surface and air over the ice surface, which allows the secondary circulations to strengthen
considerably relative to the perpendicular simulations.

Dynamically, as Rih increases in the parallel simulations, the streamlines rapidly evolve
from a weak left-to-right wind in the dT02-M02-parl case (remember that in these cases, the
geostrophicwind is going into the figure as displayed in 5), to strong thermal rolls in the dT16-
M02-parl case (Fig. 11). These rolls develop in the presence of a weak geostrophic forcing
due to the so-called thermal torque as explained in Bou-Zeid et al. (2020), which results in
the buoyant production of MKE discussed earlier in this section. This thermal torque is what
gives the parallel case, where the geostrophic wind does not oppose secondary structures, a
higher TKE than the perpendicular case,where the secondary structures are weakened by the
geostrophic wind (TKE results not shown). These rolls have been seen in other heterogeneous
surfaces, such as over patches of different roughness lengths (Anderson et al. 2015). One gap
in our study regarding the secondary circulations occurs as the geostrophic wind transitions
from perpendicular to parallel flow (referred to as oblique flow). It has been reported that
flow will transition abruptly at some point between perpendicular and parallel flow regimes
when driven by different surface roughness lengths (Anderson 2020), but more studies are
needed on oblique flow for thermally heterogeneous surfaces.

The secondary circulations explored in the previous section bring about dispersive fluxes
by inducing a mean upward or downward advective flux. Figures10 and 11 show the x-z
planes of the dT02, dT08, and dT16 simulations for the dispersive heat flux. These consistent
structures form as Rih increases due to the increase of buoyant MKE generation over the
relatively warmer water. This disrupts the IBL in the perpendicular case, while strengthening
the secondary motions (most notably, the consistently warm updraft over the water surface)
in the parallel case.

In the perpendicular case, as Rih increases, these dispersive fluxes get stronger and more
concentrated near the surface, increasing the magnitude of surface-air interactions (Fig. 10).
Here, the dispersive-to-turbulent flux ratio increases with Rih , from O(×10−2) in DT02 to
O(1) inDT16.Dispersive-to-turbulent ratios ofO(1)−O(×10−1) have also been reported for
heterogeneous flat surfaces (Margairaz et al. 2020) and for flows over urban canopies (Li and
Bou-Zeid 2019; Blunn et al. 2022)). In the parallel case, these dispersive fluxes are already
stronger even at low Rih , due to the structure of the secondary circulations, so the dispersive-
to-turbulent flux ratio for all three cases is of O(×10−1). Since there is minimal interaction
between air over the two different types of surfaces, the dispersive fluxes concentrate more
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Fig. 10 Turbulent (w′θ ′) and dispersive (w′′ θ ′′
) heat flux (Km s−1) overlaidwith (u, w) streamlines for dT02-

M02-perp, dT08-M02-perp, and dT16-M02-perp. Geostrophic wind flows left-to-right. All variables with an
overbar are Reynolds-averaged in time and the y direction (as there is no heterogeneity in the y-direction, see
Fig. 5). Ice surface is on the left half of the plot, with water surface on the right half

over the warm surface (Fig. 11), so there is certainly a spatial variability component to the
turbulent-to-dispersive ratios.

7 Conclusions

The overarching goal of the paper is to elucidate the scaling, dynamics, and surface-air
interactions in theMIZ–ABL. Two suites of LES runs were used to address the four scientific
questions formulated in the introduction, and here we present a synthesis of the findings to
provide the answers.
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Fig. 11 Turbulent (w′θ ′) and dispersive (w′′θ ′′
) heat flux (Km s−1) overlaid with (u, w) streamlines for dT02-

M02-parl, dT08-M02-parl, and dT16-M02-parl. Geostrophic wind flows into the page. All variables with an
overbar are Reynolds-averaged in time and the y direction (as there is no heterogeneity in the y-direction, see
Fig. 5). Ice surface is on the left half of the plot, with water surface on the right half

Question 1: What scaling can capture the competing effects of buoyant circulations and
synoptic forcing to provide a unifying framework for understanding the dynamics and ther-
modynamics of the heterogeneous MIZ–ABL? In Sect. 2, we proposed a framework for
non-dimensionalizing the geometry and dynamics of the MIZ–ABL problem. The frame-
work was minimal in the sense that we only included the parameters that are highly likely to
be consequential. The present paper focused on testing two dimensionless groups that repre-
sented the dynamics, while those representing the geometry were kept fixed. The geostrophic
wind angle relative to the surface was one of these dynamical groups, and indeed the results
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of the paper confirm that it has a significant impact on the results. The second dimensionless
group was formulated as a heterogeneity Richardson number, Rih , that compared the effect
buoyant circulations driven by the surface temperature contrast to the geopstrophic forcing
that causes advection and mechanical shear. This number was also found to be necessary
for scaling the dynamics, but it does not seem to be sufficient. The results were sensitive
to this Richardson number, but simulations with similar Rih did not always yield identical
normalized results. Rih attempts to combine the stability over the ice and that over water into
a single group, postulating that only the difference in stability is relevant to the dynamics.
The results, however, indicate that perfect similarity may require one additional dimension-
less group to represent atmospheric stability over one of the surfaces (the stability over the
other surface then becomes deducible from that new group and Rih), or equivalently, two
classical Richardson numbers for the two surfaces. The need for two dimensionless groups
is supported by similar work on urban-rural circulations (Omidvar et al. 2020).

Nevertheless, the present results indicate that the simple approach with one dimensionless
group tested here may give acceptable results for surface heat fluxes (but not for the ABL
flow and turbulence). This is quite useful since it allows, knowing the value of Rih and wind
angle prior to running a simulation on in a coarse weather or climate model, to estimate
the heat flux. The effect of heterogeneity patterns and geometry, however, requires further
investigation.

Question 2: How do the mean wind profile, TKE, and surface fluxes respond to an increase in
the surface temperature differenceΔθ0 between ice and water? For a constant wind direction
perpendicular to the water-ice interface, and at lower values of Rih , the mechanical forcing
dominates the dynamics: the profiles of wind and TKE collapse when normalized by Mg .
When Rih increases, the results normalized by Mg diverge as buoyancy effects become
prominent. With an increase in the surface temperature contrast and Rih , the wind profiles
display increasing shear as a result of the secondary circulations, while the TKE, normalized
by M2

g increases. Both the mean wind and TKE decrease when normalized by the buoyant
velocity scale Wb, indicating that an increase in the thermal surface contrast does not result
in a proportional increase in the turbulent kinetic energy in the MIZ–ABL. This is explained
by the fact that most of the buoyant energy production ends up in the MKE of the secondary
circulations, rather than in the TKE budget. The surface heat fluxes over ice, sea, and the
total aggregate surface generally increase with Rih , as expected, regardless of wind direction.
According to the scaling that we propose and test, the positive fluxes over the water surface
increase proportionally to Rih and hence to Δθ0, while the negative fluxes over ice seem to
increase with Ri3/2h . The faster-than-linear scaling over ice can be explained by the increased
wind speed and turbulence over the colder surface, reducing local stability, as secondary
circulations increase for the perpendicular case.

Question 3: What is the effect of the orientation of the surface patterns relative to the
wind direction α? The effect of wind direction, as our results indicate, is critical especially
when studying the secondary circulations produced by the combination of wind and ther-
mal contrast. In perpendicular cases, the wind direction acts as a sort of “damping” on the
total heat flux as positive ocean-to-atmosphere fluxes are partially compensated by nega-
tive atmosphere-to-ice fluxes. The constant change in heat flux breaks down any coherent
structures that tend to form, favouring the development of internal and equilibrium boundary
layers that maintain significant turbulence over ice despite the locally-strong temperature
gradient. By contrast, in the parallel cases, when wind flows along an ice-water coastline for
a very long time (due to the periodic nature of the LES ), the heat injection into the atmo-
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sphere is larger and more intense over the ocean because there are secondary circulations
advecting cold air near the surface from ice to water. These circulations, however, do not
convey much turbulence as they descend over the ice and bring only weakly turbulent air
from aloft, resulting in weak negative fluxes over ice. A weighted average approach would
erroneously yield equivalent impacts for an ice fraction of fi = 0.5, so a new parameter that
accounts for the asymmetry in fluxes based on α should be used to determine how the buoyant
and mechanical forces interact with one another, and that can change depending on the ice
surface pattern itself. Real-world ice maps, most often, will feature a combination of parallel,
perpendicular and oblique interfaces; and our results indicate that this information, and any
preferential orientation, should be accounted for in parameterizations for coarse models.

Question 4: How do Δθ0 and α combine to set up secondary circulations and modulate
the turbulent and dispersive exchanges of heat and momentum in the MIZ–ABL? The sec-
ondary circulations set up by these parameters increase in intensity as Rih increases, and
developing scaling laws for these higher-order fluxes becomes more difficult with a single
non-dimensional parameter to characterize buoyancy effects in the domain. For parallel cases,
the secondary circulations are not hindered by the geostrophic forcing and display vigorous
activity. In contrast, for the perpendicular cases, internal boundary layers dominate at low
Rih , giving way to secondary circulations oriented parallel to the shore only at the higher Rih
we simulate. These circulations, however, remain weaker than for parallel winds.

As stressedbefore,more investigations are required to (i) understandhow theheterogeneity
parameter, lh , affects the flow, (ii) examine how these idealized flow features behave over real
icemaps, and (iii) examinewhat additional dimensionless groups canbe added to complete the
similarity framework for the flow dynamics, among other questions that remain unanswered.
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